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Supplementary Fig. 1: CLCa-STAR does not disrupt overall CME dynamics and
transferrin uptake. a Representative Cos-7 cells from each time point of the transferrin-
568 (TF-568) uptake assay, E488 — CLCa-STAR, E561 — TF-568. Only the EGFP channel
is visualized for both wild-type (WT) and CLCa-STAR overexpressing (OE) cells. b
Scatter plot of mean TF-568 intensity per cell at 0, 5, 10, 15, and 20 min for WT Cos-7 (n
= 93, 93, 93, 93, 93 cells) and for CLCa-STAR OE (n = 89, 91, 93, 86, 92 cells). Data a
and b is from three independent repeats).
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Supplementary Fig. 2: Experimental design, data acquisition, processing, and
analysis. a Experimental set up with simultaneous 488 and 647 TIRF imaging (Created

with BioRender.com). b STAR data processing and analysis pipeline.
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Supplementary Fig. 3: Representative intensity and Az traces for CMEanalysis
identified CCSs. Intensity was normalized for CLCa-STAR in both colors. Means £ SEMs
for presented cohorts (CCVs: 10-20s — n = 147, 20-40s — n = 124, 40-60s — n = 40, >60s
—n =28; FCLs: 10-20s — n = 102, 20-40s — n = 34, 40-60s — n = 8, the cohort >60s was

CCVs

FCLs

0.8}

0.6}

0.4t

0.2

200

150

10-20s

20-40s

40-60s

Lifetime cohort

> 60s

not displayed as too few tracks were present).

10-20s 20-40s 40-60s

Lifetime cohort




Flat/Curved Ratio

1.0~ R2 = 0.005
0.8
06+ ©
@
0.4
[ ]

.
0.2

w
0'0 1 1 1

0 500 1000 1500
Avg cell Int 488 @ t0

Supplementary Fig. 4: Flat to Curved CCSs ratio is not alter by protein expression
level in healthy cells. The flat to curved CCSs ratio was calculated for cells from Figure
2 and was correlated with the overall EGFP intensity of the cell body at to. No correlation
was found by a simple linear regression (R?= 0.005).
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Supplementary Fig. 5: CLCa-STAR, with or without the addition of iRFP713 cofactor
biliverdin, behaves similarly to CLCa-EGFP. a Cos-7 cell transfected with CLCa-STAR
with biliverdin during starvation - CLCa-STAR (+Biliv), Cos-7 cell transfected with CLCa-
STAR without biliverdin during starvation - CLCa-STAR (-Biliv), and Cos-7 cell transfected
with CLCa-EGFP without biliverdin during starvation - CLCa-EGFP (-Biliv), imaged using
TIRF 488, white arrows point towards example clathrin accumulations, scale bar = 20 ym.
Kymographs of clathrin accumulation (gray), white arrows point towards example clathrin
accumulations, scale bar = 5 ym. b Histogram of lifetime distribution of CCSs per um?,
per minute (mean + SEM). ¢ Cumulative frequency of CCSs per um?, per minute for each
cell. Line — median, data was not normally distributed (one-sided Shapiro-Wilk test, p <
0.05 for all three groups), medians were not significantly different as tested by Kruskal-
Wallis test, approximate p > 0.05; [median, n cells , n events] CLCa-STAR (+Biliv) =
[0.01697, 11, 1847]; CLCa-STAR (-Biliv) = [0.01261, 11, 1383]; CLCa-EGFP (-Biliv) =
[0.01657, 10, 1805] (Data in b and ¢ is from two independent repeats).
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Supplementary Fig. 6: EPI/STAR analysis of CCS dynamics. a Principle of EPI/STAR
analysis. As CCVs are internalized, they will disappear from the TIRF excitation field while
remaining in EPI and positive Az changes should be observed. In contrast FCLs, which
do not result in endocytosis, should disappear simultaneously EPIl and TIRF and no Az
changes should be observed (Created with BioRender.com). b Grouping of the EPI/STAR
data based on the different signal disappearance dynamics from EPI and TIRF as well as
the Az for those puncta. Intensities are normalized. Means + SEMs (Representative
traces from 2 replicates and 11 cells total: Internalization — n = 62, Rapid internalization
—n =132, FCLs dispersion — n = 44). ¢ Plot of the difference distribution between EPI
disappearance (EPIpbis) and TIRF disappearance (TIRFpis) of all analyzed puncta
separated on whether Az changes were or were not induced. Data are presented as mean
values + SEM (CCVs — n = 252 events, FCLs — n = 118 events, data from 2 replicates
and 11 cells total, cohorts with mean of 2 or less events were discarded from
quantifications, the signal disappearance was identified as a first frame when signal
reached below background for five consecutive frames).
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Supplementary Fig. 7: Signal detection cut-off does not explain the variation in
curvature formation. a Data from Figure 3 was reanalyzed using a range of detection
cut-offs from 2 to 20 frames as indicated. The distribution of Azgeg - CLCageg [S] are shown
as histograms for each cutoff. b Summary of the distribution of events across the three
membrane bending models and lifetime cohorts. Statistical analysis is summarized in
Supplementary Table 3.
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Supplementary Fig. 8: Monte Carlo simulation of STAR measurements, with a
variable amount of CLCa-STAR proteins present on the vesicle. a Simulation of
vesicle formation with varying percentages of CLCa-STAR tagged proteins distributed
randomly on the vesicle; percentage tagged indicated above the plots. b Monte Carlo
simulation of 100 CCVs (colored lines) and their theoretical Az measured by STAR
microscopy, the thick blue line indicates mean for the simulation and black line indicates
the theoretical center of mass (CM) for forming CCVs.



Extraction of data from CMEanalysis and description of output files

CMEanalysis output needed from every
analyzed cell for automatic data processing:
1) cellmask.tif
2) ProcessedTracks.mat

Output files:
Inside data folder:
A) Test_Cell_0.3s_dzvsCLC.mat
- Matrix with tracks that passed filtering and their Az vs CLC timings in [s]
B) data_total_fig.fig
- histogram and scatter plot of bending dynamics for all cells

Extract automatically
using:
CME_extractor.m

Qutside data folder
C) data_Experiment_l.mat
- Matirx containing all the tracks that passed filtering
D) data_total.mat
- Matrix that combines all experimental repeats
E) data_total_fig.fig
- Similar to B) but for all experimental repeats
Outside condition folder

Further data processing
is designed to analyze data from

one or more experimetal repeats F) Condition_1modelVSlifetime_cohort.mat
Data organization before and after automatic data processing
Output
a post_CMEanalysis_Test_Data_analyzed
Input B  Condition_1
8  Experiment 1
8 post_CMEanalysis_Test Data ) data_total figfig
a Condition_1 cme_wrapperm ] Test_cell 0.3s_dzvsCLC.mat
@  Experiment 1 > = Test_cell_0.3s_Mask.tif
= Test_cell_0.35_Mask.tif — : ey n, (1] Test_cell_0.3s_Tracks.mat
EE TestcelL.03s_Trackemat path = /post_CMEanalysis_Test_Data/Condition_1/"; B dato_Expesiment Lmat
1 data_total.mat
# data_total_fig.fig
[ Condition_imodelsVSliftime_cohort.mat
C . . .
Step-by-step filtering during automated data analysis
Filtering:
1) Is the track lifetime 5s or longer? and
2) Is it a single tracks with valid gaps? and Filtering:
. P - N
Test_cell 035 Mask tif = 9805 3) Is the track iRFP713 and Az posmue.‘- =899 1) Is the track within the cell maik. 880
Test_cell_0.3s_Tracks.mat ) tracks - filtered tracks o
a
=
]
o
[}
4
. . . . . > =1
) B'Inaty matrices for each signal Is‘swgnal higher than threshold? 1) Merging Start and end buffers with tracks @
indicating whether above or below 2) Smoothing: Signal, backaround and background deviation
the threshold at each frame 9:>ignal, 9 9
Filtering:
1) Does Az start de novo?
2) Does clathirn acumulation start de novo 7 ) ) )
3) Is iRFP713 signal above the threshold for at least 70% of the GFP signal? Histogram generation Scatter plot generation

4) When is the clathrin and Az signal above threshold for 5 consecutive frames? o 130 Col 1T

e St Mo = B74%. G0 #1680 TG+

n=263 Merging data from all cells, saved as data_Experiment_1 {“j" ! ) Event classification | '
Valid tracks struct_comp.m o my_CME_classifier.m :

Saved as:
Test_cell_0.3s_dzvsCLC.mat
(Includes all filtered tracks)

| T ;

[ —

total_struct_comp.m

Merging data from all experiments (data_total_fig.mat)
Generating total histogram and scatter plot (data_total_fig.fig)
Events classification (Condition_1modelVSliftime cohort.mat)

Supplementary Fig. 9: Automated analysis of the initiation of curvature formation.
a CMEanalysis outputs needed for automated data analysis, and post processing files
description. b Data organization pre and post automated data processing using the given
executable code. ¢ Step-by-step explanation of data filtering and visualization.



Extraction of data from CMEanalysis and description of output files

Output files:
Inside data folder:
A)CellX_0.3s_dz_poz.mat
- Matrix containing Az positive tracks per cell X
B) CellX_0.35s_dz_neg.mat
- Matrix containing Az negative tracks per cell X
Qutside data folder
C) data_Experiment_1dz_poz.mat
- Matrix containing Az positive tracks per experiment
D) data_Experiment_1dz_neg.mat
- Matrix containing Az negative tracks per experiment
C) data_total_dz_poz.mat
- Matrix containing Az positive tracks per condition
D) data_total_dz_neg.mat .mat
- Matrix containing Az negative tracks per condition

CMEanalysis output needed from every
analyzed cell for automatic data processing:
1) cellmask.tif
2) ProcessedTracks.mat

Extract automatically
using:
CME_extractorm

Further data processing
is designed to analyze data from
one or more experimetal repeats

b H . - .
Data organization before and after automatic data processing
Output
@  post_CMEanalysis_Test Data_Cohort_Interp_analyzed
=] Condition_1
B  Experiment_1
Cell2_0.35_dz_neg.mi
Input L cotzo3drpormat
@  post_CMEanalysis_Test Data_Cohort_Interp & Cell2_0.35_ Mask tif
e Condition_1 L] Celi2_0.35_Tracks.mat
B Experiment 1 L1 Cell7_0.35_dz_neg.mat
& Cell2 035 Mask tif cohort,wrapper.m i Celi7_0.3s_dz_poz.mat.
1 Cell2_0.3s_Tracks.mat : = Cell7_0.35_Mask.tif
= Cell7_0.35_ Masktif . . i Cell7_0.3s_Tracks.mat
£ Celi7_0.35_Tracks.mat path =‘post_CMEanalysis_Test_Data_Cohort_Interp\Condition_1"; L] Celt9_0.35_dz_negmat
2 Cell9_0.35_ Mask tif EH Cellg_0.35_dz_poz.mat
{1 Celtd_ 0.3 Tracks.mat & Cell9_0.3s_Mask.tif
H Cells_0.35_Tracks.mat
[ data_ Experiment_1dz_neg.mat
[ data_Experiment_1dz_poz.mat
o total_dz_neg.mat
== I_dz_pozmat
c . . .
Step-by-step filtering during automated data analysis
Filtering:
o )
Cell2_0.3s_Mask.tif ls _the t_rackllfenme 55 or Io_nger. and -
Cel2 0.3s Tracks.mat 2) Is it a single tracks with valid gaps? and Filtering:
7 03 N 3) Is the track iRFP713 positive? 1) Is the track within the cell mask?
Cell7_0.3s_Mask tif n=24761 - n= 2907 N n=2872
Cell7_0.3s_Tracks.mat > tracks - P fitered tracks

Cell9_0.3s_Mask.tif
Cell9_0.3s_Tracks.mat

Buissaoid yoen

Binary matrices for each signal  Is signal higher than threshold?
indicating whether above or below -
the threshold at each frame

1) Merging Start and end buffers with tracks
2) Smoothing: Signal, background
and background deviation

Filtering:
1) Does Az signal start below threshold ?
2) Does clathrin signal start below threshold?
3) Does Az signal end below threshold?
4) Does clathrin signal end below threshold?
5)1s Az signal above the threshold for =268 Cohort_interpolation_STAR.m
more than 30% of clathrin signal ? Az positive tracks  Cohort interpolation: I
1) Interpolate tracks into cohorts (ex. 10-20s, 20-40s, ...)
5) Is Az signal below threshold at all frames 2) Plot cohorts that have more than 5 tracks
6) Is Mean and SD of Az signal 25nm or lower _— n=56
7) Is Mean and SD of Az signal -25nm or higer Az negative tracks

=

Supplementary Fig. 10: Automated flat and curved events sorting. a CMEanalysis
outputs needed for automated data analysis, and post processing file descriptions. b Data




organization pre and post automated data processing using the given executable code.
¢ Step-by-step explanation of data filtering and visualization.



Supplementary Table 1: Sidak's multiple comparisons statistics results for Fig. 1f, post
two-way ANOVA. P values were adjusted for multiple comparison using statistical

hypothesis testing.
éidék's_ multiple Mean 95.00% Cl of Summary Adjusted
comparisons test Diff. diff. P Value
WT Cos-7
Ovs.5 -143.9 -433.5 10 145.8 ns 0.1851
Ovs. 10 -214.7 -415.8 to -13.68 * 0.044
Ovs. 15 -268.3 -503.4 to -33.22 * 0.0387
0 vs. 20 -264.5 -594.1 t0 65.12 ns 0.0764
5vs. 10 -70.84 -251.7 t0 110.0 ns 0.2776
5vs. 15 -124 .4 -199.8 to -49.05 * 0.0187
5vs. 20 -120.6 -454.1 t0 212.8 ns 0.3156
10 vs. 15 -53.59 -159.6 to 52.38 ns 0.1793
10 vs. 20 -49.78 -224.8 t0 125.2 ns 0.4509
15 vs. 20 3.806 -263.4 to 271.0 ns >0.9999
CLCa-STAR OE
Ovs.5 -144.7 -412.9t0 123.5 ns 0.1597
Ovs. 10 -233.3 -434.0 to -32.64 * 0.0373
Ovs. 15 -255.6 -442 .4 to -68.82 * 0.0271
0 vs. 20 -296.5 -670.2t0 77.12 ns 0.078
5vs. 10 -88.61 -200.4 to 23.17 ns 0.0782
5vs. 15 -110.9 -303.9 to 82.12 ns 0.1426
5vs. 20 -151.8 -263.7 to -39.96 * 0.0275
10 vs. 15 -22.28 -239.7 to 195.1 ns 0.9673
10 vs. 20 -63.22 -251.11t0 124.6 ns 0.3532
15 vs. 20 -40.94 -341.1 to 259.2 ns 0.8897




Supplementary Table 2: Tukey’s multiple comparisons statistics results for Fig. 3e, post
two-way ANOVA. P values were adjusted for multiple comparison using statistical

hypothesis testing.
Tukey's multiple | o Diff. | 95.00% Cl of diff. | Summary | Adlusted P
comparisons test Value
Nuc: [5-20s] vs. )
Nuc:(20-50s] 5.701 0.2370 to 11.64 ns 0.0655
Nuc: [5-20s] vs. *
NUC>505 6.58 0.6415t0 12.52 0.0235
Nuc: [5-20s] vs. I
CCM: [5-20s] -25.23 -31.16 t0 -19.29 <0.0001
Nuc: [5-20s] vs. )
CCM-(20-50s] 0.9476 4.990 to 6.886 ns 0.9996
Nuc: [5-20s] vs.
CCM:>50s 4.994 -0.9443 t0 10.93 ns 0.1415
Nuc: [5-20s] vs. o
FTC: [5-20s] -7.338 -13.28 t0 -1.400 0.0094
Nuc: [5-20s] vs. ) ) ) ek
FTC:(20-50s] 12.88 18.82 to -6.947 <0.0001
Nuc: [5-20s] vs.
FTC->50s -4.815 -10.7510 1.123 ns 0.1699
Nuc:(20-50s]vs. | g g7g5 -5.060 t0 6.817 ns 0.9998
Nuc:>50s
Nuc:(20-50s] vs. .
CCM: [5-20s] -30.93 -36.87 to -24.99 <0.0001
Nuc:(20-50s] vs.
CCM:(20-50s] -4.753 -10.69 to 1.185 ns 0.1806
Nuc:(20-50s] vs.
CCM->50s -0.7073 -6.645 to 5.231 ns >0.9999
Nuc:(20-50s] vs. .
FTC: [5-20s] -13.04 -18.98 to -7.101 <0.0001
Nuc:(20-50s] vs. Sk
FTC:(20-50s] -18.59 -24.52 t0 -12.65 <0.0001
NUC:(20'5OS] VS. *kk
FTC:>505 -10.52 -16.45 t0 -4.578 0.0002
Nuc:>50s vs. CCM: | 34 g4 -37.74 to -25.87 <0.0001
[5-20s]
Nuc:>50s vs.
CCM:(20-50s] -5.632 -11.57 t0 0.3061 ns 0.0708
Nuc:>50s vs. 1586 7524 t0 4.352 ns 0.9874

CCM:>50s




Nuc:>50s vs. FTC:

200 13.92 -19.86 to -7.979 <0.0001
E#‘éﬂ??gf’séij -19.46 -25.40 to -13.53 <0.0001
NUGZO0S vs- 11.39 17.33 to -5.456 <0.0001

oM oose | 2817 20.24 to 32.11 <0.0001
CONLo-208] ve. 30.22 24.28 t0 36.16 <0.0001
e Taou | 17:89 11.95 to 23.83 <0.0001
Cﬂ"&:{ggﬁs‘f 12.34 6.403 to 18.28 <0.0001
COM: [5-208] vs. 20.41 14.47 to 26.35 <0.0001
COMLDSSIve: | 4046 -1.892 to 9.984 ns 0.3461
O ooon™ | 8285 | -142210-2.347 - 0.003
CTeioos0s | 1383 | -1977t0-7.804 <0.0001
COMAEOSOSIve. | 5762 | -11.70100.1757 ns 0.0611

o oe | | 1233 | 1827106393 <0.0001
Frei00-808, 17.88 | -23.82t0-11.94 <0.0001
CONZS0s Vs -9.809 15.75 to -3.871 0.0005

Froo0soe | BB4T | 11491003910 ns 0.0779
FTC: [o2bs] ve. 2523 -3.415 to 8.461 ns 0.8468
FTC:(20-50s] vs. 8.07 2.132 to 14.01 = 0.0038

FTC:>50s




Supplementary Table 3: Signal detection cut-off manipulations and its influence over
events classification reported as difference to cut-off used in main text (Fig. 3e)

Mean % [5-20s] (20-50s] >50s
frgn?;s “?g:’:ln Mode for
to count events all events
signal Nuc CCM FTC Nuc CCM FTC Nuc CCM FTC
as
positive
2 10.21 31.98 15.08 3.15 9.91 15.68 1.71 2.93 9.35 2.7s [0.5-1.5s]
(0.6s) (+2.66) (-0.8) (+0.19) | (+1.30) | (+3.30) (-4.76) (+0.74) | (+0.38) (-3.01) (-0.9s) (-1s)
“ .ZS) 7.55 32.78 14.89 1.85 6.60 20.44 0.97 2.56 12.37 3.6s [1.5-2.5s]
7 7.21 32.12 13.04 1.78 6.31 2214 1.04 2.44 13.91 3.9s [1.5-2.5s]
(2.1s) (-0.34) (-0.66) (-1.84) (-0.07) (-0.29) (+1.71) | (+0.07) (-0.12) (+1.54) | (+0.3s) (ND)
11 6.85 30.95 10.59 1.54 6.21 23.85 0.94 2.76 16.32 3.9s [1.5-2.5s]
(3.3s) (-0.70) (-1.82) (-4.30) (-0.31) (-0.40) (+3.41) (-0.03) (+0.21) | (+3.95) [ (+0.3s) (ND)
20 6.88 22.16 9.53 2.64 6.81 25.38 1.74 2.22 22.65 5.7s [-0.5-0.5s]
(6s) (-0.67) | (-10.62) | (-5.36) (+0.79) | (+0.20) | (+4.94) | (+0.77) (-0.34) | (+10.28) | (+2.1s) (-2s)




Supplementary Table 4: Tukey's multiple comparisons statistics results for Fig. 4g (Ctrl
siRNA), post two-way ANOVA. P values were adjusted for multiple comparison using
statistical hypothesis testing.

(:To“mk:ﬁs’:;"sﬁf;; Mean Diff. | 95.00% CI of diff. | Summary | AdlistedP
N#SC[E(’Z%OE]O‘S’T 3.977 -1.423 10 9.378 ns 0.2599
Nuﬁﬁﬁgsols"s- 5.996 0.5954 to 11.40 * 0.0231
Ncugﬁ[%ogg)‘s’f 18.53 -23.93 t0 -13.13 <0.0001
%%“55(2283510"5 -1.218 -6.618 to 4.183 ns 0.9958
théﬁ/lzf;(])g’s 4.426 -0.9748 to 9.826 ns 0.1613
ng%5[§°§gs"]s -6.902 -12.30 to -1.501 - 0.0069
Frowz0oe0e | 1584 | 212410-10.44 <0.0001
NUIS':I[(53-:2>%S(’)]SVS. -7.956 -13.36 to -2.556 - 0.0017
Nucﬁ(fgfggg vS. 2.019 -3.382 t0 7.419 ns 0.9157
N%Céﬁ?[_g_%sols\]ls' 225 -27.90 to -17.10 <0.0001
Nééﬁ‘(’zioéélf 5195 | -10.60 to 0.2056 ns 0.0647
NUCHLZ0OUIVS | 04483 | -4.952105.849 ns >0.9999
Nug(ég-sfzggls}/s -10.88 -16.28 to -5.479 <0.0001
Ng‘%g?zgoggg]s 19.82 | -25.221t0-14.42 <0.0001
NUCHZD OIS | 1193 | -17.3310-6.533 <0.0001
chJ:CMTsOZ e 2452 | -29.92t0-19.12 <0.0001
(’;‘gmggsg(’)ss] 7.213 -12.61t0 -1.813 - 0.0045
Nuc:>50s vs. -1.57 -6.971 to 3.830 ns 0.9788

CCM:>50s




Nuc:>50s vs.

FTea.000 12.9 -18.30 to -7.497 <0.0001
FrC 20508 2184 | -27.2410-16.44 <0.0001
NUGZo0s us- 13.95 -19.35 to -8.552 <0.0001

Comascoy | 1731 11.91 to 22.71 <0.0001

CCNS-208] vs. 2295 17.55 to 28.35 <0.0001

roraone” | 1182 6.224 10 17.02 <0.0001

ety | 2684 2.717 10 8.084 ns 0.716

COMAD-208] vs. 10.57 5.169 to 15.97 <0.0001

COMLEDSSIve. | 5643 0.2427 to 11.04 * 0.0367

a0y | 5684 | -11.0810-0.2837 v 0.0348

CTioosgs | 1462 | -2003t0-9.224 <0.0001

COMAEZODIve. | 6739 1214 t0 -1.338 = 0.0086
CFCT'\éTg%%;f 1133 -16.73 to -5.927 <0.0001
Ereio0808, 2027 | -25.67to-14.87 <0.0001
CONZS0s vs. 12.38 -17.78 t0 -6.982 <0.0001

revsocoy | B4 | -143410-3.540 0.0005
FTCAS208] vs. -1.055 6.455 to 4.346 ns 0.9984
FTC:(20-50s] vs. 7.886 2.485 t0 13.29 = 0.0018

FTC:>50s




Supplementary Table 5: Tukey's multiple comparisons statistics results for Fig. 4g
(CLCa siRNA) after two-way ANOVA. P values were adjusted for multiple comparison

using statistical hypothesis testing.

J:;:gz;g:gﬂ:t Mean Diff. | 95.00% Cl of diff. | Summary | A¢llsted P
N&JSJEZZ%OE]OX]S 3.55 -4.236 t0 11.34 ns 0.7944
Nuﬁlﬁiﬁ%?)]svs 5.584 -2.202 to 13.37 ns 0.2882
Nga[\ﬁéo;})‘s’]s -16.08 -23.86 to -8.291 <0.0001
"C‘:‘g&f’(zzgsgo":] -2.901 -10.69 to 4.885 ns 0.917
Nued-208] vo. 3.23 -4.556 to 11.02 ns 0.8621
Ng‘%g[gofgs"]s 5.417 -13.20 to 2.369 ns 0.3221
NF“TC(::[:EE'ZZOQE]O‘S- -19.26 -27.05 to -11.48 <0.0001
N“ﬁ%[g';i%SJSVS' -11.48 -19.27 to -3.695 * 0.0017
Nuc:(20-50slvs. | 5 534 5.752 10 9.820 ns 0.989

Nuc:>50s
N‘écé'\zﬂ?['gg*‘gs‘]’s- 19.63 | -27.41t0-11.84 <0.0001
Négﬁi’z%"%;f 6.452 -14.24 10 1.334 ns 0.1526
Nug:(20-50s] ve. -0.32 -8.106 to 7.466 ns >0.9999
N“é’}‘é?[ﬁgél,]vs' 8967 | -16.75t0-1.181 . 0.0172
Ng‘%ézgzg(’;gs"]s .22 .81 -30.60 to -15.03 <0.0001
NUGLZ0 OIS | 1503 | -22.8210-7.245 <0.0001
2%0M>f’502 e 2166 | -20.45t0-13.88 <0.0001
3'8&73855?3] -8.486 -16.27 to -0.6993 * 0.0267
Nuc:>50s vs. -2.354 -10.14 t0 5.432 ns 0.9733

CCM:>50s




Nuc:>50s vs.

FToa000 11 18.79 to -3.215 = 0.0026
P Te. 20508 2485 | -326310-17.06 <0.0001
NUGZO0s vs- 17.07 -24.85 to -9.279 <0.0001
CoMs0coy | 1318 5.390 to 20.96 0.0004
CCNS-208] vs. 19.31 11.52 to 27.09 <0.0001
roraoey” | 1086 2.874 to 18.45 " 0.0036
et 50 | 185 | 109710 4.601 ns 0.8706
COMAS-208] vs. 4.596 -3.190 to 12.38 ns 0.5208
COMLEDSSIvS. | 6132 1,654 to 13.92 ns 0.1949
Croqoon™ | 2516 | 103005271 ns 0.961
CToioos0s | 1636 | -241510-8575 <0.0001
COMAEOS0Ive. | 858 -16.37 t0 -0.7936 . 0.0246
CIST“éTg()ZS();/f 8647 | -16.4310-0.8613 * 0.0231
Frei00808, 2249 | -30.28t0-14.71 <0.0001
CONZo0s Ve 14.71 -22.50 to -6.925 <0.0001
Tovs0c0d | 1385 | -21.6310-6.059 0.0002
FTC 152081 ve. 6.064 13.85 to0 1.722 ns 0.205
FTC:(20-50s] vs. 7.781 | -0.004815 to 15.57 ns 0.0502

FTC:>50s




Supplementary Table 6: Tukey's multiple comparisons statistics results of differences
between Ctrl and CLCa targeting siRNA from Fig. 4g, post two-way ANOVA. P values
were adjusted for multiple comparison using statistical hypothesis testing.

c-:rour::gﬁsgrt\"stig :t Mean Diff. | 95.00% CI of diff. | Summary Ad{;]aslheed P
Nuc
Cgﬁ'il_[‘rzz%og%‘;]s 3.977 1.776 10 9.730 ns 0.3202
CIELI5-208] vs. 5.996 0.2426 to 11.75 . 0.0369
CTC'E'(-:E[?_OZS(}S{S' 0.7478 -5.005 to 6.501 ns 0.9987
Cgféa[?é%(_’g%‘éf' 4.298 -1.455 10 10.05 ns 0.242
T2 vs. 6.332 0.5787 to 12.09 . 0.0239
CTRL{Z050sIvs- | 2019 373510 7.772 ns 0.8954
Lot aon | 3229 -8.983 t0 2.524 ns 0.5477
CTC'EEQZ(%'S_%%S‘iS' 0.3209 -5.432 o 6.074 ns >0.9999
CTRL 2050sIvs. | 2385 -3.399 t0 8.108 ns 0.8187
L Cara008 5248 | -11.00 to 0.5052 ns 0.0909
i (>25(§)-Zc\)/§j 1,698 -7.451 to 4.056 ns 0.947
Cieo0s Vs 0.3361 -5.417 o 6.089 ns >0.9999
oLea (0,600 3.55 -2.203 t0 9.304 ns 0.4442
cLialo2del vs. 5.584 -0.1691 to 11.34 ns 0.0614
CLCa [20008Ivs | 2,034 3.719 10 7.787 ns 0.8924
ccMm
CCT'T?FEL[?'Z%(?;]O‘Q 17.31 11.56 to 23.06 <0.0001
CTRL [5-20s] vs. 2295 17.20 to 28.70 <0.0001

CTRL >50s




CTRL [5-20s] vs.

CLCn o200 3.196 -2.557 t0 8.949 ns 0.5587
CCLCa ooy | 1637 10.62 to 22.13 <0.0001
15208l vs. 225 16.75 to 28.26 <0.0001
CTRL{Z0-008Ivs. | 5643 -0.1101 to 11.40 ns 0.0572
e taon ™ | 1411 | -19.6710-8350 <0.0001
CTCT'(EQZ(%'S%S&S‘]’S' -0.9361 6.689 t0 4.817 ns 0.9963
CTRL 20-08Ivs. | 5196 -0.5575 to 10.95 ns 0.0964

L Cara0n 1976 | -25.5110-14.00 <0.0001

Sl ?25’(?_2(‘)’;]' 6579 | -12.3310-0.8260 * 0.0172

CLRE 908 vs. -0.4474 6.201 to 5.306 ns 0.9999
Clca ooty | 1318 7.423 10 18.93 <0.0001
C'-gfég'i(;%]s"s' 19.31 13.55 to 25.06 <0.0001
cLea 2000slve. | 6132 0.3786 to 11.89 . 0.031

FTC
CoTRLocbe | 894 | -146910-3.187 0.0005
CTCR'fFEf'ig%]SVS' -1.055 6.808 to 4.699 ns 0.9935
CTCRLEQS['ESZ_OZSE}S‘;S' 2232 -3.521 to 7.986 ns 0.8491
CCLCa 0oy | 1161 | -17.37t0-5.860 <0.0001
CTRLIo208] vs. -3.832 -9.585 to 1.921 ns 0.3602
CTRL{Z0-008Ivs- | 7.886 2.133 to 13.64 = 0.0027
CTRL (20-50s] vs. | 44 47 5.420 to 16.93 <0.0001

CLCa [5-20s]




CTRL (20-50s] vs.

LGy 20508 2,673 -8.426 10 3.081 ns 0.7281
CTRL 2o-0sIvs- | 5100 -0.6444 t0 10.86 ns 0.1063
CcTLRCL;[g?zSo\S' 3.287 -2.466 t0 9.040 ns 0.5288
o ?582521' -10.56 -16.31 to -4.805 <0.0001
CTCT'é;i%SO;’S- 2.777 -8.530 to 2.976 ns 0.6956
C(')—Ega[?é%?g]o‘é]s- 1385 | -19.60 to-8.092 <0.0001
cteal>2dslvs | 6osa | -11.8210-0.3110 * 0.0338
CLCa (20-50s]vs. | 7 744 2.028 to 13.53 . 0.0031

CLCa >50s




Supplementary Table 7: Tukey’s multiple comparisons statistics results for Fig. 5j, post
two-way ANOVA. P values were adjusted for multiple comparison using statistical

hypothesis testing.
Tukey's multiple | 1. piff. | 95.00% Cl of diff. | Summary | Adjusted P
comparisons test Value
Nuc: [5-20s] vs. )
Nuc:(20-50s] 5.726 5.313t0 16.77 ns 0.6715
Nuc: [5-20s] vs.
NUC:>508 7.492 -3.547 t0 18.53 ns 0.3509
Nuc: [5-20s] vs. .
CCM: [5-20s] -17.68 -28.72 t0 -6.645 0.0007
Nuc: [5-20s] vs. )
CCM:(20-50s] 0.9831 10.06 to 12.02 ns >0.9999
Nuc: [5-20s] vs.
CCM->50s 4.939 -6.100 to 15.98 ns 0.8094
Nuc: [5-20s] vs.
FTC: [5-20s] -5.714 -16.75 t0 5.325 ns 0.6738
Nuc: [5-20s] vs. ) )
FTC:(20-50s] 5.582 16.62 to 5.457 ns 0.6984
Nuc: [5-20s] vs.
ETC->50s -3.026 -14.06 to 8.013 ns 0.9851
Nuc:(20-50s] vs. 1.765 19.274 t0 12.80 ns 0.9996
Nuc:>50s
Nuc:(20-50s] vs. -
CCM: [5-20s] -23.41 -34.45 t0 -12.37 <0.0001
Nuc:(20-50s] vs.
CCM:(20-50s] -4.743 -15.78 10 6.296 ns 0.8392
Nuc:(20-50s] vs.
CCM:>50s -0.7869 -11.83 t0 10.25 ns >0.9999
Nuc:(20-50s] vs. «
FTC: [5-20s] -11.44 -22.48 10 -0.4010 0.0389
Nuc:(20-50s] vs. %
FTC:(20-50s] -11.31 -22.35 10 -0.2690 0.0423
Nuc:(20-50s] vs.
FTC:>50s -8.752 -19.79 to 2.287 ns 0.189
Nuc:>50s vs. CCM: | 5 19 -36.21 to -14.14 <0.0001
[5-20s]
Nuc:>50s vs.
CCM:(20-50s] -6.509 -17.55 10 4.530 ns 0.5224
Nuc:>50s vs. 2,552 13.59 to 8.487 ns 0.995

CCM:>50s




Nuc:>50s vs. FTC: N

o0u 13.21 -24.24 t0 -2.166 0.0125
PTe. 20508 43.07 | -24.1110-2.034 . 0.0136
NUGZo0S us- 1052 | -21.561t00.5214 ns 0.0688

oo osee | 1867 7.628 10 29.71 0.0004
CONLo-208] ve. 2262 11.58 to 33.66 <0.0001
e Taas” | 1197 | 08311102301 v 0.0278
Cg%fggfgs‘f' 12.1 1,063 to 23.14 . 0.0256
COM: [5-208] vs. 14.66 3.619 to 25.70 = 0.0048
COMAD ST ve. | 3,056 -7.083 to 15.00 ns 0.9319
G ooon | 6697 | 774104342 ns 0.4873
O Tioos0s | 6565 | -17.60104.474 ns 05118
COMAEOS0Ive: | 4.009 -15.05 to 7.030 ns 0.9271

S o | 1085 | 2169 100.3859 ns 0.0634
Erei00808, 1052 | -21.561t00.5179 ns 0.0687
CONZo0s Ve 7.965 -19.00 to 3.074 ns 0.2816

Frocoseg | 0132 -10.91 to 11.17 ns >0.9999
FTC: [o20el v, 2.688 -8.351 t0 13.73 ns 0.993
S avon A 2 556 -8.483 to 13.59 ns 0.995




Supplementary Table 8: Key parameters and executable codes used for automated

data processing.

Parameters used in automatic processing

CMEanalysis for frame rate(FR) 0.3s

Example code run for control group:

>> data = loadConditionData('/data/user/tnawara/Data/Data analysis/AA_First
paper/Revisions/siRNA/Exp3/CLCa_CTRL_exp3', 'Ch1', 'Ch2', 'Ch3'}, 'EGFP', 'iRFP713', 'dZ'},

'Parameters’, [1.49 60 6.45e-6]);

>>[resCTRL, dataCTRL] = cmeAnalysis(data, 'ControlData’, resCTRL, 'Overwrite', false,

'TrackingRadius', [1 3], 'TrackingGaplLength', 13);

Example code run for experimental group:

>> data = loadConditionData('/data/user/tnawara/Data/Data analysis/AA_First
paper/Revisions/siRNA/Exp3/CLCa_siRNA_exp3', 'Ch1', 'Ch2', 'Ch3'}, 'EGFP', 'iRFP713', 'dZ'},

'Parameters’, [1.49 60 6.45e-6]);

>>[resKD, datakKD] = cmeAnalysis(data, 'ControlData’, resCTRL, 'Overwrite', false, 'TrackingRadius', [1

3], 'TrackingGaplLength', 13);

1) 'Parameters'

[1.49 60 6.45e-6] / [NA Obj_Mag
Camera_pix_size]

2) 'TrackingRadius'

[13]

3) 'TrackingGaplLength'

13 (13*FR = 3.9s)
filtered and valid tracks Median Gap length =1

4) Start and end track buffer @
runTrackProcessing.m

[15 15] (15*0.3 = 4.5s)

5) Minimum track lifetime @
runTrackProcessing.m

6%0.3=1.8s

cme_wraper.m @ dz_beginning.m

1) Track length

>5s

2) Single track with valid gaps

Category 1a (determined by CMEanalysis)

3) Is track iRFP713 and Az positive

[1,1] (determined by CMEanalysis @
ProcessedTracks.mat -> tracks.significantSlave)

4) Numbers of the consecutive positive frame

over the background to count signal beginning >
5) Signal smoothing range for movmean 3
6) Frames below the threshold to count signal as 3

de novo

7) Determining whether the signal is higher than
background

signal + background > 2*SD + background

8) Quality of iRFP713 signal

above the threshold for more than 70% of EGFP
signal




cohort_wraper.m @ CCV_vs_FCL_graph_generator.m

1) Track length

>5s

2) Single track with valid gaps

Category 1a (determined by CMEanalysis)

3) Is track iRFP713 and Az positive

[1,1] (determined by CMEanalysis @
ProcessedTracks.mat -> tracks.significantSlave)

4) numbers of the consecutive positive frames

over background to count signal beginning >
5) Signal smoothing range for movmean

6) Frames below the threshold to count signal as 3
de novo

7) Last n frames have to be under threshold 3

8) Amount of Az frames above the threshold to
count events as Az positive

more than 30% of EGFP signal

9) Amount of Az frames below the threshold to
count events as Az negative

100%

10) Mean and SD of Az negative signal

(-25nm < signal 225 nm)




Fig. 1e - Raw western blots: Green — CLCa, Red — GAPDH, used in the manuscript
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Fig. 4b - Raw western blots: Green — CLCa, Red — GAPDH, used in the manuscript
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Fig. 5b - Raw western blots: Green — CLCa, Red — GAPDH, used in the manuscript
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